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Applications:

- multi-source network coding
- secret sharing
- combinatorial interpretations
- group theoretical interpretation
- Kolmogorov complexity
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Th [Z. Zhang, R.W. Yeung 1998] There exists a non-Shannon type information inequality:

$$
\begin{aligned}
I(c: d) \leq & 2 I(c: d \mid a)+I(c: d \mid b)+I(a: b) \\
& +I(a: c \mid d)+I(a: d \mid c)
\end{aligned}
$$

Theorem [Z. Zhang, R.W. Yeung 1997] There exists a conditional non Shannon type inequality:

$$
I(x: y)=I(x: y \mid a)=0
$$

$$
\Downarrow
$$

$$
I(a: b) \leq I(a: b \mid x)+I(a: b \mid y)
$$
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- Tarik Kaced and A.R. 2011: if $H(a \mid x, y)=I(x: y \mid a)=0$ then

$$
I(a: b) \leq I(a: b \mid x)+I(a: b \mid y)+I(x: y)
$$

## $\underbrace{I(x: y)=I(x: y \mid a)=0}_{\text {[Zhang-Yeung'97] }} \underbrace{I(x: a \mid b)=I(x: b \mid a)=0}_{[\text {Matúś'99] }} \underbrace{H(a \mid x, y)=I(x: y \mid a)=0}_{\text {[T.Kaced and A.R.'11] }}$
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- $a$ is a random line (a polynomial of degree 1 over $\mathbb{F}$ )
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Claim: For any $\lambda_{1}, \lambda_{2}$ there exist ( $a, b, c, d$ ) such that
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I(a: b) \not \leq I(a: b \mid x)+I(a: b \mid y)+I(x: y)+\lambda_{1} H(a \mid x, y)+\lambda_{2} I(x: y \mid a)
$$

Proof : a family of counter-examples

- fix a finite field $\mathbb{F}$
- $a$ is a random line (a polynomial of degree 1 over $\mathbb{F}$ )
- $x$ and $y$ are two different points in this line
- $b$ is a parabola (a polynomial of degree 2) that intersects $a$ at $x$ and $y$

Claim: For any $\lambda_{1}, \lambda_{2}$ there exist ( $a, b, c, d$ ) such that

$$
I(a: b) \not \leq I(a: b \mid x)+I(a: b \mid y)+I(x: y)+\lambda_{1} H(a \mid x, y)+\lambda_{2} I(x: y \mid a)
$$

Proof: a family of counter-examples

- fix a finite field $\mathbb{F}$
- $a$ is a random line (a polynomial of degree 1 over $\mathbb{F}$ )
- $x$ and $y$ are two different points in this line
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| $I(a: b)$ | $\&$ | $I(a: b \mid x)$ | + | $I(a: b \mid y)$ | + | $I(x: y)$ | + | $\lambda_{\mathbf{1}} H(a \mid x, y)$ | + |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\\|$ |  | $\\|$ | $\\|$ | $\\|$ | $\lambda_{\mathbf{2}} I(x: y \mid a)$ |  |  |  |  |
| $1+o(1)$ | $\&$ | $o(1)$ | + | $o(1)$ | + | $o(1)$ | + | 0 | $\\|$ |
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Theorem:
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\begin{gathered}
(1)+(2) \Longrightarrow H(a \mid x, b)+H(a \mid y, b) \leq H(a \mid b) \\
\Downarrow \\
\\
\\
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\end{gathered}
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And $b$ is whatever you want!
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Assume that edges of each color can be covered by N bi-cliques

- $x=$ the left end of the edge
- $y=$ the right end of the edge
- $a=$ the color of the edge
- $w=$ the index of a bi-clique covering the edge
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## Open problems:

(1) [geometry] The form of the cone of "entropic" points: infinitely many flat facets? or a curved surface?
(2) [complexity] Another conditional inequality by F. Matús: is it valid for Kolmogorov complexity?
(3) [combinatorics/complexity] Lower bounds for clique covering: find examples where this technique is more effective then the conventional arguments (applications to communication complexity).

